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Provide a comprehensive guide on RAN slicing and orchestration

(1) highlight the importance and timeliness of
softwarization, virtualization, and disaggregation of RAN to enable
multiservice multi-tenant RAN toward So-RAN architecture

(2) Discuss the interconnection of a RAN slice with
core Network Slices to enable an E2E slice in 5G

(3) Cover a well-balanced research and development topics including
challenges, key technologies, and proof-of-concept prototyping

Tutorial Objectives



B 1

What |s 5G?



High traffic Internet of Things (loT)

Residential area Home automation

High density

Stadium Festival

High speed train UHD/4K video

Many 5G Use-cases
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Hospital Interactive Video Paramedic Patient

Wearable Pack
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© redzinc

==--=-g Ultra-Fast Network
H I (<l>)

—x»”_ Prioritisation  4G/56
f?s Monitoring & Control

Haptic Human Interface

E-Health: When Robotics meets 5G



Servers

Communication-oriented Data-centers

Today’s 4G is designed for a
limited number of UCs

- Throughput-optimized
- Fixed f \\%
- Rigid - L

Is 4G enough?
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Mindful about
3GPPP facts and figures

8000
7000

6000 %

514 Companies from 45 Countries = |
50,000 delegate days per year >
40,000 meeting documents per year

1,200 specifications per Release :
10,000 change requests per year

Release-16

\ >
2017 | oo e
Q4 Qi Q2 Q3 Q4 Ql Q2 Q3 Q4
t 1]
5G evolution studies for phase-2 5G phase-2

Communication-oriented 4G



Future mobile network will look
fundamentally different

There will be no “one-size-fits-all’
architecture

Like It or not

Service-oriented 5G



xMbps @mm«n Requirements

|
| |
Video | Up to 10Gbps
Tl.—]ffl(}"RC‘v‘(.‘HLJC* i 1ms Latench TthUthUt

B Web :

| Up to 1M 500Km/h High
Q Voice : Vehicular Connections/K Speed

| Telematics W A — P —
: Massive loT
|
|

; ARVR
MirrorSys High Speed Tele-
OU . 5 Rallway operation

\ -v— =0 4 v J Usi
Body The Long Tall

Long Tail Use Cases will be Key Driving Force of 5G

Not a one-size fits all
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Building a different network is also not
a viable option

Not a dedicated-network
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Turn physical infrastructure into multiple

logical networks, one per service instance
— o

@ \ Multi-Service Network Q
& \ (@D)] / C}
— AA—@K\“) —

© Ericsson WP

One-Network, Many-Service
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Turn physical infrastructure into multiple

& central) ﬁ Networking node . a a Part of slice © NG M N WP

One-Network, Many-Service



Software Defined
Networking

’._\\

Network Function
Virtualization

Fog Computing
Edge Computing

Cloudification
Virtualization

SDN/NFV
Orchestration

/I
N7,
A Nl
—0—
rAY
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Contextual Networking

H t ‘. . o L] .
Nzt::'szei::ous .:'\—:'/ ;ﬂ:\:{:‘ﬁz::atlon (@ Ultra dense network
((( ))) Advanced ‘~\-, Advanced Millimeter
‘ MIMO &  waveforms .\\ Wave

Carrier Aggregation
of discontinuous
bands

%

Flexible and high
capacity backhaul

Single channel
full duplexing

P

/(99'@9
LOM
) =

0—

Y44
A

New Spectrum
Allocations

More Flexible
Spectrum

© Coherent Project

5G technology enablers
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Network Slicing
Flexible & Customizable

Service-oriented 5G
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Slicing Technology Enablers:

—_

- Softwarization

- Virtualization — Multi-service multi-tenant network
- Disaggregation

—_

Today Next Future

Physical Aggregation Fabric Integration Fully Modular Resources

Rack Fabric ——

Pooled Radio
Shared Power ......... p°o|9d mmpute
Shared Cooling Pooled storage
Pooled memory
Shared boot

sssssss
RRRRR

Service-driented 5G



Open Data APIs

Application

App SDK
" Slice / App
MEC ' Control APP Orchestration
@ ontro S

Platform SDK
Control plane Services Platform
Orchestration

(e)
‘A’

Slicing Technology Enablers



D|saggregat|on

S1 S2 S3 S1 S2 S3

1

40% of resources are not used

S1 S2 S3

Multiplexing gain

Radio Resources Services

BS1 S2 BS3

18

vBS?2

vBS1 vBS3

S3

S2

S1

Physical BS

Slicing Technology Enablers



Why will it happen?

Extreme network flexibility and
modularity

Service-oriented 5G
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5¢  Network Slicing
Evolves the value-chain
of telecom industry ..

SeN‘Ce * s\“o(\

Digital Service

Provider
(e.g. OTT, media,
social, apps)

Content-aware
service optimization

Communication

Service Provider
(e.g. operators, verticals)

Infrastructure Selection &
Performance optimization

Network Infra.

Provider
(e.g. operator, vendor)

Interoperability

Facility Availability &
Compatibility

Hardware D
. ata Center
Hardware Provider supportability

(e.g. IC designer, IDM)

Service Provider
(e.g. operator, cloud, IT)

Service-oriented 5G
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56 3GPP Role Model (3GPPP 28.80 |

E.g.: End user,
Small & Medium Entreprise, [

Large entreprise,
“Vertical, —
Other CSP, etc. Client |™"
Provider

Crommunication
Service Customer

Crommunicaticn
Service Provider

Client -
.- Provider

[ ) Client 0.~ MNetwork Equipment Provider
Network Operator >[ lincl. VNF Supplier)

. g - Provider
Client o
P Prowvider

Virtualization Client P r
Infrastructure R

Service Provider O Provider l

Client Q.=
a = .| Provider

Data Center Service Client 0.~ _
Provider . Hardware Supplier

Provider

MY Supplier

Service-oriented 5G




56 3GPP re-architects mobile networks

3G 4G 5G
Downlink waveform CDMA OFDM
Uplink waveform CDMA SCFDMA
Channel coding Turbo Turbo
Beamforming No Only data
Spectrum Q.8— 21 GHz 0.4 -6 GHz
Bandwidth 5 MHz 1.4 — 20 MHz
Network slicing No No

QoS

Bearer based

Bearer based

Small packet support

No

No

In-built cloud support

No

No

Service-oriented 5G



Monolithic BS #
Stateful network entities
Transactional communication mode
Certain level of CP and UP separation
Common entity for user mobility and session management

@ Control Plane

] -

Serving PDN
Gateway Gateway

User Plane

Communication-oriented 4G
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Dedicated core (DECOR)

Multi-operator RAN(MORAN) Deploy multiple dedicated CNs

Shared RAN nodes, dedicated (DCNs) within a single operator

spectrum, but separated CN per network

operator One or multiple MMEs and
Multi-operator CN (MOCN) SGWs/PGWs, each element

Shared RAN nodes and Evolved DECOR (eDECOR)

UE assisted DCN selection

Network Node Selection Function
(NNSF) at RAN to select directly the

spectrum, but separated CN per
operator with proprietary

SCIVICES proper DCN towards which the NAS
Gateway CN (GWCN) signaling needs to be forwarded
shared RAN and part of core Congestion control and load
networks balancing among multiple DCN with
shared MME

3GPP Network Sharing Models



56" 3GPP re-architects mobile networks

3 Tier RAN Node e
CU0 ->DU[0-n] > RRU[0-m]
Functions Split , /
CP UP split gN :

Service-oriented CN 09 & = =0 i)
N Nam;MF ng%ﬂ

nef
ausf
AUSF

service catalog and discovery
Slice selection function
CP and UP split

(R)AN

3GPP 5G RAN and CN




56 3GPP re-architects mobile networks%
[NSSF][ NEF ][ NRF ][ PCF ][ UDM ][ AF ]

[% U]<{w [[33 C.U ]—-[ UPF ]—[ DN ]

AMF Access & Mobility Management Function SMF Session Management Function
AUSF Authentication Server Function UPF User Plane Function

NRF Network Repository Function AF Application Function

UDM Unified Data Management PCF Policy Control Function

NSSF Network slice selection function NEF Network Exposure Function

Service-oriented 5G
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56 3GPP re-architects mobile network

R +
Device i
TAN uses NSSAL wmooroooT CCNF Metwork Slice Instance
kY | (MSSAT) e - B +
AN
P + | |
CCHF wses NSSAT RAMN e +
to EEl?Ct slice | | t+--------% | +-------- +
Conse e |l control] | | Control
N | (NSSAT) fommmmmm- + Plane +----------+ Plans |
S [ R | | ANF.. . | | SMF... |
| o | I e S R S
| Functions | | | | |
| (CCNF) |
S U | | |
o o | |
[ | i et T |
it I"“* """"""" oo * |Device| | [ |
Hmmm - l=mmmmmmm e - + s e | |
t-mmmmmm - +----- +--- -t
| | |
Hooooot +ooooo- + | | #--------+ | +------ +----- +
€P NF1| |uP wF1 | | | User Plane | tommmmm e +
N L H - + RAN  +4--------+ Functions +------ +Data Metwork or|
| | | | The Internet |
ey I + | #-------- |+ - + Fomm oo +
cp NFnI IUP MNFR I I
|
oo oo * [ LR P T R R LR PR +
e + Foee s RAN Slice
e e +

Core Metwork Slice Instances

3GPP network slicing
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Select the set of network slice instances serving the UE

Determine the allowed Network Slice Selection Assistance
Information (NSSAI) and the mapping to the subscribed S-NSSAls

Determine the configured NSSAI and the mapping to the
subscribed S-NSSAls

Determine the AMF set to be used to serve the UE or a list of
candidate AMFs by querying the NRF

NSSF: Network slice selection function
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Provides information on the discovered NF
Instances upon discovery requests

Maintains the NF profile of available NF
instances and their supported services

NF Profile: instance ID, type, PLMN ID, Network Slice identifiers, IP address of
NF, NF capacity information, NF specific service authorization information,
names of supported services, endpoint addresses of supported services,
identification of stored data information

NRF: network repository function
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Wl UPF2 = EZ eMBB Slice
o,
[ ]
el EERR— BN | Default Slice
mloT Slice

MV Maintenance/statistics
. mloT, low throughput

™ Infotainment/video streaming
eMBB (Mobile Broadband)

Dedicated or Shared Functions?



Dedlcated or Shared Resources'-’
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Service
Instance 1

Network slice Instance 1 Network slice Instance 2

Service Service Service
Instance 2 Instance 3 Instance 4

Network slice Instance 3 Network slice Instance 4

Su&-;:;vggrk Sub-network
Sub-network f instance

mstance
Submetork <
nstance ;

——

Resources/Network infrastructure/Network functions

Network Slicing Concept
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Composition and deployment of multiple
E2E logical networks tailors to a service

over a shared infrastructure,
and their delivery as a slice

Slice Components
Optional

©SliceNet

What is a slice?
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RAN Slicing

T J—
Slice #1 \ Slice #2 \* Slice #1 p Slice #2/—\\
Corle Network 2 Core NeMG(k ) Core Network Core Network
‘*" \ / —_— Ea pate — "

Shared eNodeB - -
Dedicated virtual | Dedicated virtual
(Control + Data Plane) eNodeB aNodeB

ac Shared Computing

v Efficient and adaptive v Functional isolation Resources
use of radio resources X Inefficient use of
X No functional isolation radio resources

Shared Spectrum +

Hardware Dedicated Spectrum +
RAN Sharing Full Isolation
(e.g.[NVS - IEEE/ACM TON 2012]) (e.g. [FLARE - JIP 2017])

© M. Marina

Dedicated and Shared
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ORION: BS hypervisor isolate slice-specific control logics and share the

virtualized radio resources (Foukas et al., 2017)

RAN runtime targets customization and multiplexing in several aspects

over disaggregated RAN (Chang et al., 2017)

State of the Art
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RAN slicing system T

(1) Isolate slice-specific N
control logics while keeping = * e
Common CP/UP funCtionS Orion Base Station Hypervisor

Physical Layer

Hardware, Spectrum

Base Station Resources

(2) Share radio resources in
virtualized or physical form

“~____ (infrastructure Provider) -~




Components

(1) Slice context manager performs lifecycle

management of each slice (SLA, active UEs,
admission control)

(2) Virtualization manager

- provides a generic form of abstraction for
virtualizing radio resources and data plane state

- presents a virtual/isolated view to each slice
virtual control plane

(3) Radio resource manager allocates physical
resources among slices

(4) UE association manager handles slice
discovery by UEs and maps UEs to slices

39

Slice Communication Channels

Asynchronous Interface

Base Station Hypervisor

Control - Data Plane API

Base Station Data Plane
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Virtual Control Plane

(1) Interacts with the underlying

Infrastructure via the virtualization
Manager of the Hypervisor e
- translated into control-data
APlS Asynchronous Interface ‘ ‘
|
(2) Operates over VRIB, the B ——

locally maintained state of virtual
radio resources and data plane

- Slice network view and state
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ORION RAN Slicing System

<

| \ |

Orion Orion [ Orion ] [ Orion ]
Hypervisor Hypervisor Hypervisor Hypervisor

QoS optimization

Load Balancing Load Balancing

) I ) €))
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RAN Slicing Execution Env.

Hard real-time slice Soft real-time slice

4 |
| » N

Slice 1

e
|

v

.
>

(1) run multiple virtualized RAN
module instances with different level -
of isolation and sharing

d

mize

Custo

N o |
(2) Pipeline RAN functions to either RAN Runtime
via multiplexed or customized N
CP/UP functions 5| | Resources | State

Physical RAN Infrastructure

(3) Share radio resources in
virtualized or physical form

RAN Runtime
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Multiplexing Gain

zo) xol <1 A
g g 3 IS B g
S S o @ g 3
72} 7o) (7 D — = = 7
AN AN wl vl v
olo|la olol| o
| ®|®d Unused for @ rl\D) a
= N W multiplex
‘ 1 ded ; RAN Runtime
o) ‘S Full dedicate o
3, ) )
g Sl!ce L ‘ slice resource = ("’) Multiplexed slice
o Sl!ce 2| @ ; G without Ei," resource for
&) Sllce 3 55 mu|t|p|eX|ng % further ut|||zat|0n
Time <

Time

RAN Runtime
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(1) Slice data: Slice context and RAN module context
(2) Context manager: Manage slice data and perform CRUD operation
(3) Slice manager: slice life-cycle, program forwarding engine, conflict resolution
(4) Virtualization manager: resource abstraction, partitioning, and accommodation
(5) Forwarding engine: establish slice-specific UP path

Runtime Environment
Runtime Slice APIs

. . - Virtualization Manager
Forwarding Engine Slice .
(Input and output chain) =liccManaser
Data Context Manager

\ f  RANRuntime, ¥ )

i Runtime UP APIs ﬁ Runtime CP APIs i

RAN Runtime
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Function customization in Monolithic BS

Slice

<—Customized—>

__Avarding

'N:utput)

~

L~
Runtlme Forwa@
system (Input)

RAN module
Flow input (slice 1) mmmp
Flow input (slice 2) >
Flow input (slice 3) ) ——

RAN Runtime

<Multiplexed >
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Disaggregated BS

Slice 1 Slice 1
Slice-specific
processing
L & R I L 4
Runtime orwarding - orwarding orwarding \ ‘/@rding ornwarding
system (Input) g (Input) - (Output) (Input)
RAN module v v v
Flow input (slice 1)mp—] _ A
Flow input (slice 2) &> np Satiog e
Flow input (slice 3) s —— _W_ ‘—_‘“—)
<€ CU P DU >l RU >
Midhaul Fronthaul

(Split option 6)

(Split option 2)
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Resource Abstraction

Requested Abstraction types DL resource UL resource
resources (Resource granularity) allocation type allocation type

VRBG Type 0 Type 0, Type 1,

(Non-contiguous) Type 2 distributed e
Resource VRBG Type 1 Type 0, Tvoe 0
Block (Contiguous) Type 2 localized yP
VRBG Type 2 :
(Fixed poys.Fi)tion) Type 2 localized Type 0
: vIBS Type 0
Capacity (Min RBG granularity) All Types All Types

RAN Runtime
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a)PRB b)PRBG  c)PRBG  d)vRBG [NOTE]
aggregation partition virtualization pooling  pRBG subset 0: PRBGO, PRBG2, PRBG4, PRBG6

4 Steps to radlo resources NSNS TN PRBG subset 1: PRBG1, PRBG3, PRBGS, PRBG7

abStraCtion: PRB O praco| PRBS 0|\ rec0 icel s w
(Slice 3) ice
(1) Aggregation :Z; ) VRBG Type 2 PRBG1
(2) Partitioning oy |7t IR e { J
: T Rl PPYSPY PREG2 | oenc1 Slice2:
(3) Virtualization PRB S (Slice 1) VRBG Type 1
. PRB 6 (Contiguous)
(4) Polling —— R
(9) Slice resource allocation =22 fomses pees: ¢ unacolvrec| | RBG1 |
(6) Slice Scheduling & GEC] N P O k"'";h'é[éb'é;]}""':Ee'éEEéé};
Accommodation ou ,
' ' ' PRBG 6 - Slice4: v
(7) Multiplexing/preemption  [men| ™ %|siea "2 yrasrypeo || vIESL
PRB 14 [ PRBG 7| "¢ [yBs1| (Mingranularity) Py

RAN Runtime
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Inter-Slice Resource Partitioning and Polling

—Slice 1 —Slice 2 Slice 3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
Time (ms) w«10%

RAN Runtime
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Decouple resource partitioning and
accommodation from resource allocation

DL goodput of different inter-slice partitions
3000 1 r 1 [ Juserd

Buser?

EEDD i 7] -UE-'E[S

0 Bl userd

aj 2000 t 1 [IMusers

==, [Juser

+= I | I user?
>

D_15DD —

3 Bl userd

8 1000 ¢ 1 Il useri0

[ Juserid

500 | 1 |Buseri2

Blluseri3

0 . ! N Buserid

Fair partition Greedy Proportional  |IMuser15

RAN Runtime
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Slice QoS: Multiplexing/Preemption

14 v - : : :
=4=Slice 1 “©-Slice 2 Slice 3| 8 | T i \

12 | —+Slice 1 -©-Slice 2 -+ Slice 3

i : )

, E°
8 ' 5
6t - sS40
T

N 82

2_

ob—. ] oL T | R M

0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35

Time (second) Time (second)

RAN Runtime
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Largest
Largest unallocated
unallocated rectangular

rectangular
(BOPRB, 3ms)

(100PRE, 4mis)

<Freq domain (N,=100)>

<Freq domain (N,=100)>

Time domain (T,=10) Time domain (T,=10)
T T T |
|—Partiti0ned resource —Largest unallocated rectangular resource Other unallocated resources|
o100 i
s]
= 90F — — —e — |
E 80 | » » ‘l‘ L _
o 70 - n
D 60 | == == e . —
o
5 S0 .
8 Ao0r -T" |
> 30+ —— —— —_— _
. I ' == =
10 — == == ’
O | | | 1

Optimal(NA) Granular&Greedy(NA) Optimal(A) Granular&Greedy(A)

RAN Runtime
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Multiplexing Gain

E kS Ed|
o ° i) 1.5 - - 4 : :
o o o .Slice multiplexing (G_) .SIice multiplexing gain (G,)
& & D e -% 1.4} DHesaurDe multiplexing gain {Gr] T -% 357 Dﬁeﬁource multiplexing gain [Gr} -
a O 3}
N 2131 g
wlwv|lwv 3 $25]
= = al2f =1
oo | o = = 2t
Unused for 2 :’) a =41l = .
multiplex ' = I I
RAN Runtime | | | |
1 1
8 A Optimal Granular&Greedy Optimal Granular&Greedy
B ol ((") Multiplexed slice
& SF resource for High traffic arrival rate Low traffic arrival rate
ea further utilization
< =
Time

RAN Runtime



Maximize the multiplexing gain

Isolate tenants resources

Customize tenant service

Benefit of Slicinc



What is the typical number of
slices?

What is the typical lifetime of a
slice?

Two numbers In Slicinc



Slice Orchestration

EEEEEE M (c) Navid Nikaein 2

MMMMMM



Automation-Orchestration
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the phase change of
modern software

Operation cost

Free software IS becoming expensive

Automation-Orchestration
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LifeCycle Management (SiSWI@ e
Encapsulate operation

Preparation Phase Subscription Phase Run-time Phase Decommissioning Phase

Network Self-* De- .
Design Onboard CONSTINCtion Provision Activation Supervision Closed Loops Activation Termination
Activity Activity Activity Activity Activity Activity Activity Activity Activity
Network Slice Lifecycle Network Slice Instance Lifecycle

Automation-Orchestration




LifeCycle Management (SiSWI@ e
(Encapsulate operation)

installation
conFigur_ation
E(;;?:é:gsgid updates
scale-out and scale-back
health checks

operational actions
benchmarks

@

oai-mme

EEXAXX RN

o) &
B RR]

ogienb - oai rru

Automation-Orchestration



https://jujucharms.com/q/oai
https://jujucharms.com/q/oai
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Dynamic Service updates to maintain
and optimize performance/SLA

<
Business and service
Service SLA info base
o 1 U

Public/Private

model libraries || service ) NSMF
— o —
and catalogs | |- template
B NSSMF
D 18]

Monitoring (2| RAN Runtime

RAN-domain

Optimize and build
RAN service model

=)

Automation-Orchestration



Business Layer
DL

Communication service m-al-nagement function (CSMF)

I nsiz 0 Nsiz 1 Nsiz }

Slices life cycle management === i et

Network Slice managément Function (NSMF)
NSI 1 NSI 2

- Multi-service chaining of customized D P

May exploit or not share

and/or shared NFs o E——

- Multi-service chain placement | sl

RAN Network: Slice Subsystem Management Functions (RAN-NSSMF)

- Four interfaces 11 to 14 o o e

Dedicated RAN orchestration and management | | Shared RAN orchestration and management

Interface | Description . 13
I1 |Expose active RAN runtime services and retrieve messages for monitoring and feedback. 2 5 St NSl2e NSI 3
I2  |Subscribe for the slice-specific events and populate SIB accordingly. E 8 _Control Logics |
I3 Customize management and monitoring for each slice and indicate any changes in underlay RAN. z 5 “ 11
I4 |Register a slice to the RAN runtime and consume RAN runtime service as a separate process. _‘-’g 3
P} Y |
5 14 14 14
gﬁ i RAN Runtime -
@ E di Virtualization manager _—
a orwarding Slice manager Shared
. . . . . . = plane Context manager data
[1] C-Y. Chang, N. Nikaein, et al., Slice Orchestration for Multi-Service 2 5 —
Disaggregated Ultra Dense RANs, IEEE Communication Magazine, 2018. 2" y
. . . . . . . R CP/UP i
[2] O. Arouk, N. Nikaein, and T. Turletti, Multi-objective placement of virtual s S processne
network function chains in 5G, IEEE CloudNet 2017. o Ehysical RAN Infrastrycture

Slice Orchestration
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Horizontal and vertical service composition

Slice 1 Slice 2
Slice 1 service template Slice 2 service template

Dedicated RAN Orchestrator Shared RAN orchestrator Shared RAN orchestrator
and manager and manager and manager

Slice 1 q Slice 2 q .
High Low High Low High Low
- RLC MAC | PHY PHY RLC™ MAC “bhy  pHy RLC™ MAC "bhy  pHy

From service template to horizontal and vertical
functional split over disaggregated RAN entities

Slice 3

Slice 3 service template

Slice 1 service

Slice 2 service Slice 3 service
| template | template | template |
. Dedicated RAN orchestrator and manager Shared RAN orchestrator and manager
Orchestration g g
: o
____________________ 1 :
Slice 1
S RN
Slice-specific
processing
RAN_ Forwarding - arding o arding Forwarding Forwarding e
runtime (Input) - outp b

Forwarding
put)

(Output) (Input) ‘
RAN module|

Flow input (slice 1) s I ' L -
Flow input (slice 2) s . S Otput . —
Flow input (slice 3}_[» E—— N - = o =
D — - >« NB-DU > R >
8 NB-CU Midhaul g Fronthaul U

(3GPP split option 2) (3GPP split option 7-1)

Multi-service chainingc
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Respect both service requirements and operator objective
2-stage placement algorithm: Shared — Customized

Step 1:ERpy={N;,N;,N3,N4,Ns,Ng}
% ERcu={N7,N3,N9;N10,N11,N12,N13,N14}

Step Z:CGDU={N1'N2}
CGCU={N7:N8: Ng,N1g,N11,N12,N13, N14}

Step 3:BNpy=N;4
BN-y=Ng

St_ELq-: BNDU,incelzNS
BNpu,slicez=BNpu,slice3=N1
BNcu,siice1=Ns
BNCU,ince2=N8
BNcu,siice3=Ns

(High PHY,
MAG,RLC)

Overall path for each slice
Slice 1: Ng = Nj (via N3 or N;)=> N5 = N;=> RU
Slice 2: Ng = N; (via N3 or N;)=> RU

: Ng > Nj (via N;sor N;)=> RU

(PDCP,SDAP) \

— : :
Total M RUs are %d(Rualst):*d(lstfzndF* d(znngrd):

densely-deployed $%15 to 20km“3 0-5to Lkm“s™ 185 to 200km

RU group 1% level 2™ level 3% level

Multi-service placement
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Enhance acceptance ratio in
multi-service placement

- Utilize a smaller group size of RUs (e.g. 6
RUs) as the placement granularity

T T T | T
Il Group 24RUs over 480RUs Il Group 6RUs over 480RUs [_]Group 24RUs over 384RUs [_]Group 6RUs over 384RUs

~l
o
T T T T 1T 1T 1T 71771

Acceptance ratio(
3

- Provision heterogeneous resources (i.e., 1 z 8 5
index 2 to 5) base on service requirements o

] % . Rem. CPU (Groljp 24RUs over 480RUs) ‘. Req. CPU (Group 24RIU5 over 480RUs)
Actions 3 100 @ e g i oms it ] e cro oy e s s ﬁ
2 a0 [] Rem. CPU (Group 6RUs over 384RUs) || Req. CPU (Group 6RUs over 384RUs) .
- Scale-up: Reallocate the unused resources £ %: ]
to a subset of nodes (e.g., 384 RUs grouped in € &/ ]
* N I VT I
2 20 m
R Pl H 1 Malin Ml
1 2 3 4 5
- Scale-out: Provision more nodes (e.g., 480 Resource heterogenelty ndex

RUs)

Multi-service placement



Application Plane
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Each slice is a composition of CP/UP processing coupled
with a set of control applications responsible to control the
behavior and manage the state

Control applications, shared or dedicated, may be chained
together to perform the desired operation

(e.g. monitoring and load balancing)

Each control app can be self-contained: own execution

environment, own process and lifecycle, and own instance
of SDK,
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Application Plane

Crowd Distribution

(1) Enable automation and how 50K
extendibility of the network Verticals, 3" Party, .
control operations Open Data API

(2) Improves decision making
process across different slices

(3) Network graph DB and
partitioning for multiple
Subsiraes
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Application Plane

LEGEND Application plane
Digital Service Provider
---------- App Plane e 5 meEEE UL ||
Slice SOK 2, % %
P N - Control Plane . 5 1'?:,—% %‘%
(1) Enable automation and s ey
extendibility of the network control | e o e
operations g e oK [umime SO Runime sorc || | |8 TR
g : RAN node a
> ) Ntk | Inter-slice conflict | ‘ 5 ‘ Cell-common  ...1.. % é
. . ... d:{:l:’::lse : resolution . S-#ccammuodation: | controller -. % -8
{ | ¢ !
(2) Improves decision making = -
process across different slices g
g | ig = 18
5: : RAN node \ !\‘\
:’: | Shared CP processing

(3) Network graph DB and |

s mim sy amemed

partitioning for multiple substrates i3

[1] C-Y. Chang, N. Nikaein, Enabling Network Application ty . -
for Multi-Service Programmability in a Disaggregated RAI i T ————— :

. . . . | RAN node
|IEEE Communication Magazine, 2018. ! ing plane] i [Forwarding plar
NG-C =« = /= iy Shared UP processing il
NG-U - (gNB-DU)




Plug and play application plane

Chaining shared and dedicated control
Apps on per slice basis

Two level of Abstractions and SDKs
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Abstract the underlying network and controller by means of high-level
technology-agnostic level APIs

Decouple control logic from data plane actions following SDN principles

Aggregated and structured network config, status, topology information in
form of instantaneous network graphs

Facilitate the development of network control apps (extendable,
coordination

Semantic modeling of the underlying networks

Software-development kit
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Chaining of Slice User Management and
RRM Apps

Tothnotogy Provige: Natwork Techeology Previdaer Natwark Techmbagy Provider Network Techoedogy Provide Notwork Toctnuogy Provider Natwork
o 0TE) a0 [ A4 FNNT o U

| upcrucer  J Platinum user Gold user Silver user




OPEN AIR L. §‘EG

= INTERFACE MOSAIC

MMMMMM
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Need for agile network service delivery
platforms and use-cases for 4G 5G R&D

%*"
S
;';__‘

5G Innovations empowered by open-source

et dita(

il *data-s11de -

= 5G-SaaS
.

B 5G-PaaS
L

Opensource Platforms
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Agile network service delivery platforms

FlexRAN JOX

A Flexible & Programmable An event-driven juju-based
SD-RAN Platform service orchestrator core
Store Open5G Lab My Project?
Network function & application Access to 4G/5G network Create a project and
distribution Repository facilities and perform experiments build your use-case

Mosaic-5G.10 Ecosystem
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Agile network service delivery platforms

JOX Orchestrator

®
X
M C%A IC EG
FlexRAN Controller
OpenAirInterface RAN OpenAirInterface CN OPEN AIR

Mosaic-5G.10 Ecosystem
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ETSI// N

B VIOBILE F

- WORLD CONGRESS —_— C:s Stanﬁs
MWC 2016, 2017 ITU, FG-13, 2016, 2017 ETSI 2016, 2017

EUCNS 2015, 2016, 2017 OPNFV 2016 Mobicom 2014,2016,2017

Success Stories
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Mail : contactldmosaic-5g.10
Website : mosaic—-5g.10
Linkedin:
https://www.linkedin.com/in/mosaic-5qg

Twitter: (@mosaicbg



EURECOM i
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5G and beyond is not only New Radio and verticals, it is also
evolution in computing for wireless networks: Central offices
becoming data-centers

Centralized computing and storage using more general-purpose
equipment (Intel servers)

More and more software technologies from cloud-computing
(NFV,SDN,MEC, etc.) jointly with radio signal processing

Applicable to lesser extent for existing and evolving 4G radio
— Fusion of Information and Cellular technologies



Increased interest in understanding
(managing?) the role of open-
source communities by ITU, NGMN,
ETSI

Main issue: patent-pool licensing
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Facebook and Google are quickly entering
the datacenter Telco space

Value-chain of Telecom is under siege and
may become very different because of this

Example:
- Low-cost equipment for rural areas
- Federating open-source developers


https://telecominfraproject.com/
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RAN slicing is an on-going research with several
challenges Isolation, Sharing, Customization

Satisfy requirements from both slice owner and
operator

Two main solutions: ORION and RAN runtime
slicing systems
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Slice orchestration/management for multi-service
Interfaces between RAN and 3GPP management functions

Auto-scaling operations to enhance acceptance ratio in chaining &
placement

Runtime SDK and slice SDK for 2-level abstractions

Single/cross-domain control application chaining
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Realtime control and coordination in RAN and CN
Tradeoff between slice isolation and resource sharing
Security control across many logical networks and abnormally detection
Pattern recognition and correlation to support QoS-QoE
Predict network behavior if a given control logic is applied
Automate failover and network health monitoring and prediction

Dynamic guarantees as a function of cost /adaptive/probabilities

Example Research Areas



Why such a big complexity to
support slicing?

How the net neutrality principles be
retained 7

Two questions In Slicing
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Email: navid.nikaein@eurecom. fr

Website: http://www.eurecom.fr/~nikaeinn/
Linkedin: https://www.linkedin.com/in/navidnikaein
Tel: +33.(0)4.93.00.82.11

Contact Information



